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Abstract
Traditionally, when multiple models of a single

phenomenon are executed jointly, the representations of all
but one model are discarded at any given time. We propose
preserving the representations of jointly-executing models
at all times. Maintaining concurrent representations can
eliminate inconsistencies encountered by previous
approaches for joint execution. We present a Multiple
Representation Entity (MRE) as a method for maintaining
concurrent representations.

1 Introduction
Multiple models of a real-world object or process may

be simulated together in order to capture their combined
semantics. The joint execution of multiple models, also
called Multi-Resolution Modelling (MRM), involves
resolving conceptual and representational differences
between the models in order to simulate them together.
MRM includes but is not restricted to models executed as
computer programs or simulations. Joint execution of
multiple models enables their re-use, thus avoiding
expensive design effort [DAVIS92].

Previous approaches to the MRM problem have been
either ineffective, inefficient or both. These approaches,
e.g., aggregation-disaggregation and selective viewing,
may not achieve consistent joint execution for all models.
In selective viewing, only the most detailed model of a
phenomenon is executed at all times. In aggregation-
disaggregation, only one model, but not necessarily the
most detailed one, is executed at any given time. Although
these approaches are satisfactory for some models, for
others, they encounter problems such as temporal
inconsistency and chain disaggregation [—95] [—97B].

Previous MRM approaches do not satisfy two key
requirements for joint execution of multiple models:multi-
representation interaction, i.e., permitting interations at
multiple resolution levels at all times, andmulti-
representation consistency, i.e., maintaining consistency
among the multiple resolution levels. We define an
effective MRM approach to be one that satisfies these
requirements [—00].

We have concluded that to be effective all resolutions
must be represented. Surprisingly, this approach can be
cost effective [—97A]. In this paper we discuss the
requirements for effective MRM and show how to maintain
consistency among multiple models, even when concurrent
interactions at different levels of resolution occur.

Preserving the representations of all models a
permitting changes to them at all times can lead to effecti
joint execution of those models. We call mode
representations that exist and can be changed at all tim
concurrent representations. We show why maintaining
concurrent representations for multiple models can lead
effective MRM even when previous approaches fail. W
present a Multiple Representation Entity (MRE) as a
implementation of concurrent representations. Maintainin
consistency among multiple representations wh
concurrent interactions occur is the key challenge with
MRE. Briefly, we address how this challenge can be me

2 Model
A modelcaptures the semantics of selected concep

objects and processes in terms of other well-defin
concepts, objects and processes. Objects and processe
called entities in a model. For example, atoms and
molecules may be the entities in a chemical model.
model consists of representation for entities, relationshi
among the representations and interactions that change
state of the representations. Formal equivalents of th
characterisation of a model can be found in modellin
methodologies such as Object Modelling Techniqu
[RUM91], Object Oriented Analysis [SHLAER92], Object
Model Template [OMT98] and Unified Modelling
Language [ALHIR98]. When a modelexecutes, it simulates
the progress of the phenomenon modelled, implying t
passage of time. The representation and relationships i
model may change with time. These changes cause
change in the behaviour of the model.

Representation: The representationof an entity is a
means of describing the entity and its properties. Th
representation of a model is the union of th
representations of entities. Anattribute is an element of the
representation of an entity that captures a property of t
entity. In a chemical model, position, charge, valency an
energy may be the attributes of atom and molecule entit

Relationships: A relationshipbetween two attributes
indicates how the value of one attribute changes when
value of the other attribute changes. In a valid or consiste
model, the relationships among attributeshold, i.e, the
values of attributes change in accordance with th
relationships among them. Examples of relationships in
chemical model would be the bonds between atoms,
fundamental laws that govern the behaviour of the entitie
such as Boyle’s Law.
1
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Interactions: An interaction is a communication
between entities. Theeffects of an interaction are the
changes caused by the interaction to the attributes of its
sender and receivers. Continuing with the example of a
chemical model, adding reagents or increasing temperature
may be interactions. The effects of these interactions would
be changes to the positions or energies of atoms and
molecules. An interaction that changes only the
relationships in a model will cause the state of the model to
change as well because of the changed relationships. We
do not differentiate between interactions that change the
state and interactions that change the relationships in a
model.Concurrent interactionsare those interactions that
occur during overlapping simulation time intervals, i.e.,
during the same time-step.

Time: At a given instant of time, the values of the
attributes and the relationships among the attributes reflect
the phenomenon being modelled. The state of a model is a
set of well-defined values assigned to attributes. As a
model executes, its state and the relationships among
attributes may change, although the relationships continue
to hold. Although these changes may happen continuously,
for most practical executions of models, they happen at
discrete times. Accordingly, there exists a sequence of
observation timesT = (t0, t1, t2, …), such that the state of a
model is defined only∀ti ∈ T. For tj ∉ T, the state of the
model may be undefined or may be the same as the state at
the timeti ∈ T whereti is the largest instant inT such that
ti < tj. T is monotonically increasing. The interval between
two consecutive times is atime-step, denoted by [ti, ti+1],
where ti, ti+1 ∈ T. The durations of time-steps in a
particular model may vary, i.e.,∀ti, ti+1, tj, tj+1 ∈ T, i ≠ j, it
is not guaranteed thatti+1 − ti = tj+1 − tj.

Behaviour: Thebehaviour of a modelis the sequence
of states of that model [ABADI95] [LAM94] [HOP79]. If
two models A and B have the same representation,
relationships and interactions but their attributes have
different sequences of values or the same sequences of
values but at different times, thenA andB have different
behaviours. The sequence of states for an entity is a subset
of the sequence of states of a model, i.e., thebehaviour of
an entity is a subset of the behaviour of the model.

3 Multi-model
Jointly-executing models together constitute amulti-

model. Simple, well-designed models executing jointly
may capture all the facets required for a particular study of
an object or process without a designer having to construct
one model that captures exactly those facets. Given that the
multiple models are of the same object or process, entities
common to the models must be made consistent. However,
making the entities consistent can become a significant
problem if the models make different assumptions about
the processes, objects, the rate of progress and the accuracy

at which the object or process is modelled [—97B].
Inconsistencies among models may undermine the reas
for executing them jointly.

Multi-representation modelling(MRM) is the joint
execution of multiple models of the same phenomenon.
multi-model may consist of several models; however, fo
ease of exposition, we will consider an example mult
model M consisting of two models,A andB. We use the
term representation level to describe the level of
abstraction of a model. If some models are composition
decompositions or abstractions/refinements of one anoth
their representation levels are also calledresolution levels
or resolutions. An aggregate model is a relatively low-
resolution (high-abstraction, low-decomposition) mode
whereas a disaggregate model is a relatively hig
resolution (low-abstraction, high-decomposition) model.
Low Resolution Entity(LRE) is an entity at a relatively
high level of abstraction, and aHigh Resolution Entity
(HRE) is an entity at a relatively low level of abstraction. In
the chemical models example, a model operating at t
atomic level would be a disaggregate model comprisin
HREs, namely, atoms, whereas a model operating at
molecular level would be an aggregate model comprisi
LREs, namely, molecules. The resolution levels form
hierarchy, with the highest level being the most abstract
most aggregate one, and the lowest level being the m
refined or most disaggregate one.Aggregation is the
composition of a collection of HREs into a single LRE, an
disaggregationis the decomposition of an LRE into its
constituent HREs.

Two important concerns with multi-models are
capturing cross-model relationships, and resolving tim
step differentials among the constituent models [—97B].
Here, we address the former and assume the latter.

Cross-model Relationships: If A and B represent
overlapping sets of objects or processes, the
representations,RepA and RepB, must be correlated.
Correlating the representations in a multi-model is calle
consistency maintenance. Relcross is a set of relationships
that must hold for multiple models to be consistent wit
one another. A cross-model relationshipr ∈ Relcross is a
mapping r: P → Q, where P ⊆ RepA ∧ Q ⊆ RepB ∨
P ⊆ RepB ∧ Q ⊆ RepA. If Relcross= ∅, then A and B are
independent of each other because their representations
unrelated. Then, consistency maintenance reduces
ensuring that the individual models are self-consistent.

Compatible Time-Steps: We assume that the time-
steps ofA and B are compatible.Compatible time-steps
means that ifTA, TB and TM are the sequences of times
associated withA, B andM respectively, thenA andB are
defined for all times in TM. TM is constructed by
interleaving TA and TB. Accordingly, times that are
common to bothTA andTB (albeit labelled differently) are
included inTM only once. IfTM = TA ∪ TB, thenA must be
2
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defined for all times inTB and B must be defined for all
times inTA. If TM = TA ∩ TB, thenA andB are defined for
all t ∈ TM. Figure 1 shows two ways to constructTM.

4 Requirements for Effective MRM
Any model, including a multi-model, must satisfy its

users’ requirements. Examples of user requirements are the
accuracy of the model, the detail captured by the model
and the rate at which the model progresses. The most
accurate model of an object or process is the object or
process itself; practical models are simplifications that may
fail to imitate the object or process in some respects. The
Turing test [TURING50] for a model is whether end-users
are satisfied that the model captures the facets required for
study. A multi-model can satisfy its users’ requirements if
its constituent models satisfy the users’ requirements and
the joint execution of the multiple models is effective.

We concentrate on the effectiveness of joint execution
of multiple models. Whether an MRM approach is
effective or not can be evaluated on the basis of how well it
satisfies two requirements:

R1: Multi-representation Interaction : Entities in
each model may initiate and receive interactions that may
cause changes to the entities concurrently.

The interactions that occur in a multi-model must be
those that could occur in any of the constituent models. If
an MRM approach satisfies R1, it means the approach does
not restrict the execution of any of the models.

R2: Multi-representation Consistency: The
representations of jointly-executing models must be
consistent with one another.Temporal consistencyrequires
that two entities interacting with a third entity at
overlapping simulation times have consistent views of the
third entity. Mapping consistencyrequires that entity
properties common to different models be translated such
that repeated translations in a given period do not cause
abnormal behaviour in the entity during that period.

R2 is interesting only if the multiple models are
related to one another. IfRelcross= ∅, consistency
maintenance and joint execution are uninteresting.
Consistent representations are necessary for the consistent
behaviour of a multi-model since the state of an entity
influences its behaviour [ABADI95] [LAM94] [HOP79].

5 Previous MRM Approaches
Previous MRM approaches can be classified into tw

broad categories: selective viewing and aggregatio
disaggregation. In both these approaches, only one mo
is executed at any given time. Inselective viewing, the most
detailed model is executed at all times. Inaggregation-
disaggregation, at any given time, depending on the
interactions among entities, the system may change
currently-executing model by transitioning among model

5.1 Selective Viewing
With selective viewing, only the most detailed mode

is executed, and all other models are emulated by select
information, or views, from the representation of the mo
detailed model [DAVIS93]. If A and B model the same
object or process, andB is the more detailed model, thenB
is executed at all times.A may be emulated by selecting
information from the representation ofB. If TM is the
sequence of times in a multi-modelM constructed fromA
andB, then for all time-steps [ti, ti+1], whereti, ti+1 ∈ TM,
modelB is executed.

Selective viewing is employed when modelling
phenomenon in detail at all times is considered necessa
for example, in some battlefield simulations or comput
games. Low-resolution views of a multi-model ar
generated from the most detailed model. Selective viewi
has many disadvantages.

First, executing the most detailed model incurs th
highest resource usage cost. Proponents of selec
viewing may argue that the smallest detail can affect t
execution of the complete model (e.g., a butterfly flappin
its wings in Columbia can affect the weather of Weste
Europe). While this argument may be valid in some case
for most models, most of the details can be abstract
reasonably in order to conserve resources.

Second, the most detailed model is likely to be th
most complex model. One of the main benefits o
modelling is to make reasonable simplifications in order
study a phenomenon efficiently. Executing the mo
detailed model adds complexity instead of reducing it.

Third, executing the most detailed model may limit th
opportunities for performing some types of analyse
Abstract models enable a user to make high-level decisio
regarding the multi-model. These high-level decisions a
likely to change the behaviour of many entities, thu
enabling broad analyses of the multi-model. Enablin
equivalent analyses in a detailed model requires maki
corresponding low-level decisions. These low-leve
decisions may not exist or may be difficult to make. Thu
the equivalent analyses in a detailed model may
impossible or infeasible.

Fourth, some multiple models may not bea
hierarchical relationships with one another, i.e., none
them is the most detailed model. Selective viewing implie

TA

Figure 1: Possible compatible time-steps
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that the most detailed model is a monolithic model. For
non-hierarchical models, the monolithic model must be
created by capturing all the details of all the models. Such a
monolithic model requires additional design effort and is
likely to be very complex.

The philosophical question of what is the most
detailed model can entrap designers into adding ever-
increasing detail to a model by refining entities in the
model increasingly. However, even assuming a designer
can escape this trap eventually, selective viewing is not
suitable for the execution of a multi-model because of the
above disadvantages.

Selective viewing does not satisfy R1. In selective
viewing, interactions that change the representation of the
currently-executing model, which happens to be the most
detailed one, are permitted at any time, but interactions that
change the representation of other models are not
permitted. In other words, selective viewing restricts the
execution of the other models.

Selective viewing satisfies R2 partially. In selective
viewing, cross-model relationships do not hold at all times.
Selective viewing forcesRelcrossto be null, since only one
representation level exists. Forcing cross-model
relationships to be null ensures that they hold trivially, but
does not capture relationships among jointly-executing
models at all observed times.

5.2 Aggregation-Disaggregation
With aggregation-disaggregation, at any given time

only one model is executed, although not necessarily the
most detailed one. IfA andB model the same phenomenon,
sometimes onlyA is executed, and at other times onlyB is
executed. IfTM is the sequence of times in a multi-model
M constructed fromA and B, then for some time-steps
[ti, ti+1], where ti, ti+1 ∈ TM, modelA is executed, but for
other time-steps [tj, tj+1], where tj, tj+1 ∈ TM and i ≠ j,
modelB is executed.

Employing aggregation-disaggregation can reduce the
resource usage cost of executing a multi-model by
executing a low-decomposition constituent model
whenever possible. However, aggregation-disaggregation
requires transitioning in order to change the currently-
executing model. During a transition, the resolution of an
entity is changed dynamically to match the resolution of
other interacting entities. This dynamic change is called
aggregation (HREs→ LRE) or disaggregation
(LRE → HREs). Aggregation-disaggregation ensures that
entities interact with one another at the same level by
forcibly changing their representation levels. Typically, if
an LRE interacts with an HRE, the LRE is disaggregated
into its constituents, which interact at the HRE level. LRE-
LRE interactions are at the LRE level. A disaggregated
LRE may be re-aggregated so that it can interact
subsequently at the LRE level. Transitioning can become

resource-intensive when it introduces problems such
chain disaggregation, transition latency, network floodin
and thrashing [—97B]. However, transitions are necessar
in order to avoid inconsistencies that can arise if an LR
interacts with an HRE.

Aggregation-disaggregation does not satisfy R1.
aggregation-disaggregation, in each time-step, eith
interactions in one model or another are permitted, but n
interactions in multiple models. Interactions that chang
the representation of the currently-executing model a
permitted at any time, but interactions that change t
representation of other models are not permitted. Althou
aggregation-disaggregation permits interactions at differe
representation levels, it nevertheless restricts the execut
of some models at a given time.

Aggregation-disaggregation does not satisfy R
Aggregation-disaggregation forcesRelcross to be null
except during transitions from one representation level
another. Therefore, cross-model relationships do not ho
at times. Moreover, ensuring that cross-model relationsh
hold during transitions is hard, and leads to mappin
inconsistencies [—95] [—00].

A number of variants on aggregation-disaggregatio
exist [—96], such as full disaggregation [CALD95A],
partial disaggregation [HARDY94] [BURD95], playboxes
[KARR94] [COX95] [SEIDEL95] [STOBER95] and pseudo-
disaggregation [CALD95B] [SMITH95] [WEAT93]
[ALLEN96]. Although these variants can improve the run
time performance of multi-models that employ
aggregation-disaggregation, they do not satisfy R1 or R2

6 Concurrent Representations
Our approach for achieving effective MRM involves

preserving the representations of jointly-executing mode
at all times. IfA andB model the same phenomenon, an
TM is the sequence of times in a multi-modelM
constructed fromA andB, then for all time-steps [ti, ti+1],
where ti, ti+1 ∈ TM, both A and B are executed. The
representations ofA andB are concurrent representations.

Maintaining concurrent representations satisfies R
Concurrent representations permit interactions at
representation levels at all times. These interactions m
change the appropriate representations at any tim
Therefore, the execution of no model is restricted.

In order to satisfy R2, concurrent representation
require application-specific mapping functions tha
translate attributes among representations. The mapp
functions correspond to the relationships among attribu
in the representations of jointly-executing models, i.e., th
mapping functions correspond to relationships inRelcross.
These functions are invoked when an interaction chang
the value of some attributes. The functions translate t
new values or the changes in values of attributes to n
values or changes in values of related attributes.
4
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A Multiple Representation Entity(MRE) is an
implementation of concurrent representations. Maintaining
internal consistency, i.e., consistency among concurrent
representations, within an MRE when concurrent multi-
representation interactions occur is a key challenge. For
concurrent representations to be consistent with one
another, changes to one representation must propagate to
the other representations. We assume the presence of
appropriate mapping functions to translate changes from
one representation to another. Selective viewing and
aggregation-disaggregation make the same assumption
when emulating one level from the other or transitioning
among levels. However, the assumption is not sufficient to
make these approaches viable for effective MRM because
the approaches continue to violate R1 and R2. We believe
that our assumption is reasonable because without it the
semantics of multi-models are not clear, andno MRM
approach can be effective. Provided a designer can satisfy
this assumptions, we show how to maintain internal
consistency within an MRE.

6.1 Multiple Representation Entity (MRE)
An MRE preserves concurrent representations. The

representation of each model in a multi-model exists within
an MRE at all times. Since the representation of an entity is
a subset of the representation of a model, an MRE may
maintain a subset of the representations ofA and B to
describe one object or process present in both models. For
example, in Figure 2, entity P describes an object inA and
entities T1-4 describe the same object inB. MRE E1
consists of the representations of P and T1-4, thus
describing the object at multiple representation levels.

An MRE permits interactions at all representation
levels at all times. By definition, an MRE satisfies R1. An
entity in either model interacts with another entity at a
representation level common to both. Let E2 be an entity in
A and E3 be an entity inB (see Figure 2). E2 and E1 interact
at the level ofA, which means that E2 and P interact.
Likewise, E3 and E1 interact at the level ofB, which means
that E3 and T1-4 interact. MREs disallow cross-level
interactions. For example, E2 cannot interact directly with
T1-4. Likewise, E3 cannot interact directly with P.

The representations of jointly-executing models must
be consistent at all observation times. In Figure 2, for E1 to

be internally consistent, changes to the representation o
must affect the representations of T1-4 as well andvice
versa. An interaction between E2 and E1 may result in a
change to the representation of P. This change m
propagate to T1-4. Likewise, an interaction between E3 and
E1 may result in changes to the representations of T1-4.
These changes must propagate to P.

A Consistency Enforcer(CE) maintains consistency
among concurrent representations by propagating chan
among attributes. When an interaction changes attributes
a representation in E1, a CE changes related attributes i
the other representation appropriately. Subsequently, if2
and E3 view E1 concurrently, they receive consistent view
of E1 from the representations of P and T1-4. A CE requires
mapping functions to translate changes among attribute

An MRE is a conceptual way of designing a multi
model. An application designer constructs an MRE whe
designing a multi-model. Choosing the entities tha
constitute a single MRE is an application-specific desig
decision. In general, if multiple entities correspond to th
same object or process, the entities should be part of
same MRE. An entity could belong to multiple MREs if an
application designer considers it appropriate. The entiti
that constitute an MRE may reside on the same platform
across different platforms. The key requirements that t
entities must satisy is that they permit interactions at a
times and propagate changes to their state to other enti
within the same MRE.

6.2 Mapping Functions
In order to overcome the challenge of consistenc

maintenance among concurrent representations, we ass
the presence of mapping functions. This assumption
necessary and sufficient to maintain consistency within
MRE. We argue that this assumption is reasonable.

First, without the presence of mapping functions, th
semantics of multi-models are not evident. Previous MR
approaches make a similar assumption. Selective view
requires mapping functions to translate attributes from o
representation to another. These mapping functions
invoked only once — when constructing the representati
for the most detailed level. Likewise, aggregation
disaggregation requires mapping functions to transla
attributes from one representation to another durin
aggregation and disaggregation. Mapping functions requ
designers to incorporate application-specific knowled
into the joint execution of multiple models.

Second, selective viewing and aggregation
disaggregation cannot guarantee effective MRM desp
making a similar assumption. Since selective viewing an
aggregation-disaggregation execute only one model a
time, they disallow multi-representation interactions, thu
violating R1. Selective viewing satisfies R2 trivially by
maintaining consistency within the representation of on

T3T2T1

E2
A-level

B-level

MRE E1P

Figure 2: Multi-representation Interaction

interactions

interactions

Consistency Enforcer

E3 T4
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one model. Aggregation-disaggregation can violate R2
because of mapping inconsistencies among the multiple
representations. In aggregation-disaggregation, when one
model is executed, attributes in the representations of other
models are lost. Therefore, transitioning representation
levels may cause discontinuities in the values of attributes
even if mapping functions exist.

6.3 Maintaining Consistency
A CE maintains internal consistency in an MRE, i.e., it

ensures that an MRE exhibits temporal consistency and
mapping consistency. In the interests of brevity, we present
details about a CE elsewhere [—00].

Temporal Consistency: An MRE exhibits temporal
consistency if the changes caused by interactions are
applied consistently to all representation levels. If the
multiple representations within an MRE are mutually
consistent, the MRE is temporally consistent. Interactions
that occur during the time-step [ti, ti+1], whereti, ti+1 ∈ TM,
cause changes to the state of the representations at timeti.
A CE propagates these changes in order to obtain the state
at timeti+1. Since an MRE is expected to be consistent only
at observation times belonging toTM, entities receive
consistent views of the MRE at any observation time.

Mapping functions translate
values, changes in valuesor
types of attributes from one
representation to another. For
example, consider the T-joint in
Figure 3. ModelA may represent
the T-joint with attributes such
as connectedness, position and
orientation. ModelB may represent it as a pair of boards
and a nail, each with attributes such as position and
orientation. A mapping function must translate the
positions of the boards to the position of the T-joint.
Likewise, another mapping function must perform the
reverse translation — from the position of the T-joint to the
positions of the boards. Such mapping functions must take
the values of some attributes and change them to the values
of other attributes. Another pair of mapping functions must
translate the orientation of the T-joint to the orientations of
the boards andvice versa. These translations may be
computationally less complex if the changes in orientations
rather than the values of orientations are translated. Finally,
consider the attribute of connectedness for a T-joint.
Assume the system can infer that a T-joint is connected if
the positions of two boards and a nail overlap*. A mapping

function that translates the positions of the boards and n
to the connectedness of the T-joint must translate the typ
of the attributes as well as the values. Mapping functio
must complete their translations before the time-step en

Mapping Consistency: An MRE exhibits mapping
consistency if mapping functions are reversible. Le
mapping functionsf andg translate an attributea to another
attribute b and b to a respectively. If g(f(a)) = a and
f(g(b)) = b, then f and g are reversible. An interaction
initiates translations by mapping functions. Sequences
interactions initiate repeated translations. Repeat
translations must not cause discontinuities in concurre
representations. Reversible mapping functions ensure t
repeated translations do not cause such discontinuities.

An MRE supports the design of reversible mappin
functions. For the T-joint of Figure 3, letf translate the
board positions to the T-joint position, andg translate the
T-joint position to the board positions. Provided n
interactions occur, iff translates the current values of th
board positions to a value for the T-joint position, theng
translates the value of the T-joint position to new values f
the board positions, the new and previous values for t
board positions must be within tolerable error. If eithe
function could have generated a number of possible valu
for the resultant attributes, the previous values of th
resultant attributes may be taken into account in order
generate the new values. For example, if the T-joint
rotated by 180o, invoking f on the values of the board
positions may result in the original T-joint position
Subsequently, invokingg may result in board positions
corresponding to no rotation, thus resulting in a
intolerable change to the board positions. In contrast, ifg
took the orientation attribute or the previous values for th
board positions into account, then the new positions wou
correspond correctly to the rotated T-joint position
Irrespective of the details,f andg must be reversible for the
MRE to exhibit mapping consistency.

7 Benefits of Concurrent Representations
An MRM approach based on concurren

representations can satisfy R1 and R2. Satisfying the
requirements enables eliminating problems such as ch
disaggregation and network flooding, seen in previo
approaches [—00]. Moreover, concurrent representatio
enable capturing whole-greater-than-the-sum-of-pa
relationships, which occur frequently in multi-models
Finally, concurrent representations reduce the co
associated with executing multiple models jointly [—97a

7.1 Satisfying MRM Requirements
Concurrent representations permit interactions at

representation levels at all times. In other word
concurrent representations do not require translating
interactions to the most detailed level. Consequently, th

* Naturally, if the boards and nail happen to lie in those
positions without the boards having been nailed, the
system may infer incorrectly that the T-joint is connected.
Resolving this issue is out of the scope of our work, and
for the purposes of this discussion, irrelevant.

Figure 3: T-joint entity
T-joint

board1

board2
nail
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do not incur the costs of executing the detailed model when
unnecessary. For example, suppose a platoon model
executes jointly with a model of its constituent tanks. In
selective viewing, only the tank model executes. Platoon-
level interactions must be translated to possibly many tank-
level interactions, each possibly changing the
representations of the corresponding tanks. In an MRE,
platoon-level interactions change the representation of the
platoon. Changes to the platoon representation propagate
to the tank representations. In this respect, concurrent
representations capture the main benefit of aggregation-
disaggregation — reducing complexity when possible.

Concurrent representations always maintain attributes
at all representation levels. In contrast, in aggregation-
disaggregation, attributes are discarded after a translation.
In an MRE, attributes atall levels are retained after a
translation. Consequently, mapping functions can utilise
previous values of attributes in order to generate new
values, thus avoiding inconsistencies.

7.2 Capturing Whole-Greater-than-the-Sum-of-Parts
Relationships
Aggregate and disaggregate entities may be whole and

parts of one another. Whole-and-parts relationships occur
frequently in multi-models. For example, in battlefield
simulations a number of tanks may be considered as parts
of a platoon, or a number of regiments may be considered
as parts of a division. Likewise, in multi-resolution
graphics, a number of triangles may be considered as parts
of an entire surface, and in molecular models, a number of
atoms may be considered as parts of a molecule.

A valid concern when aggregate and disaggregate
models execute jointly is that the values of some aggregate
attributes may be greater than the sum of the values of
corresponding disaggregate attributes, i.e., the whole is
greater than the sum of its parts. This concern has been
called emergent behaviour problem [WIM86] or the
configuration problem [HORR92]. For example, tanks may
fight with greater strength when configured as a platoon.
This increase in strength may be attributable to the
presence of a commander who coordinates and guides
activities (as is common in the case of military units) or
factors like morale, fatigue and national resolve, which
may not fit into the tank model but play a part in the
performance of the platoon model. As another example,
weak forces in atomic models may be ignored since their
effect on the position of atoms may be negligible.
However, in molecular models, these forces together may
influence the positions of atoms significantly. The precise
relationships between the platoon’s strength and the tanks’
strength and the atomic forces and the molecular forces
must be captured by mapping functions that translate
attributes among representations.

Selective viewing does not capture whole-greate
than-the-sum-of-parts relationships. Since only the mod
for the parts is executed, whole-greater-than-the-sum-
parts relationships can be captured only if informatio
outside the attributes of each part is present. Typically,
entity maintains attributes relevant only to its ow
execution. Therefore, the behaviour of an entity when
executes as part of a whole is not distinct from it
behaviour when it executes individually. Consequentl
information not present in the entity must be used
distinguish these behaviours. Maintaining suc
information is tantamount to executing multiple models.

Aggregation-disaggregation captures whole-greate
than-the-sum-of-parts relationships, but introduce
mapping inconsistency because information is lost duri
transitions. For example, tanks in a platoon may ha
manœuvred into a favorable position, thus causing t
strength of the platoon to be greater than the sum of t
strengths of the tanks. At this point, transitioning to th
platoon model and back to the tank model may cause
tanks to be placed in doctrinal formation (since the tank
previous positions are lost). This placement may result in
platoon strength that is the sum of the strengths of t
tanks, thus reducing the strength of the platoon. Worse,
disaggregation process may be carried out by a differe
system than the one executing the aggregate model. W
more than one of these systems is active in a distribut
simulation at the same time, the disaggregation perform
by each of them may generate different results.

Concurrent representations aid in the construction
mapping functions that capture whole-greater-than-th
sum-of-parts. Since in concurrent representations attribu
at all levels are always present, mapping functions th
avoid inconsistency can be designed. It is the responsibil
of the designer to identify and encode such relationshi
within mapping functions.

7.3 Reducing Costs
Concurrent representations reduce the costs associa

with executing multiple models jointly. There are two
major costs associated with joint execution: simulation co
and consistency cost. Simulation cost is the cost
simulating the entities in the multi-model. Consistency co
is the cost of maintaining consistency among the mode
Since selective viewing executes only the most detail
model, it results in low consistency costs, but hig
simulation costs. In contrast, aggregation-disaggregat
results in low simulation costs, but high consistency cos
because it transitions among models. An approach ba
on concurrent representations may balance these two co
thus resulting in lower total costs than either of th
previous approaches. We present a comparison of the co
associated with MREs and other MRM approache
elsewhere [—97A].
7
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8 Conclusions
An approach for Multi-Representation Modelling

(MRM) is effective if it permits the consistent joint
execution of multiple models of the same phenomenon. An
effective approach must permit the execution of any and all
of the models at all times, and maintain consistency among
them. In other words, the approach must satisfy the
requirements of multi-representation interaction (R1) and
multi-representation consistency (R2).

Previous MRM approaches, such as selective viewing
and aggregation-disaggregation have been unable to satisfy
R1 and R2. Although these approaches may be useful for
particular multi-models despite not satisfying these
requirements, they fail for other multi-models. The
problems encountered by these approaches can be
eliminated by an effective MRM approach.

Concurrent representations can lead to an effecti
approach for MRM. Maintaining concurrent
representations means preserving the representations
jointly executing models at all times and permitting
interactions to change them at any time, possib
concurrently. A Multiple Representation Entity (MRE) is a
technique for maintaining concurrent representations.
key challenge with an MRE is maintaining consistenc
among its representations in the presence of concurr
interactions. We assume the existence of appropria
mapping functions for translating attributes from on
representation to another. This assumption does not m
MRM trivial, because previous approaches continue
exhibit problems even if they make a similar assumptio
We expect an approach based on concurre
representations to resolve the problem of making multip
models execute jointly and consistently.
8
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