Using N-gramsto Process Hindi
Querieswith Tranditeration Variations

Anand Natrajan, Allison L. Powell
and James C. French

Technical Report No. CS-97-17
July 16, 1997

Contact: anand@virginia.edu

Web: ftp://ftp.cs.virginia.edu/pub/techreports/CS-97-17.ps.Z



Using N-gramsto Process Hindi Querieswith Trandliteration Variations

Anand Natrajaﬁ Allison L. Pavell, James C. Frenéh
Email: {anand, alp4g, french}@wmia.edu
Dept. of Computer Science, Wersity of Mrginia, Thornton Hall, Charlottesville A/22901

Abstract

Retrieval systems based on N-gramsédndeen used as alternats to vord-based systems. N-gramdeofa
language-independent technique thatvedloetrieral based on portions ofords. A query that contains misspellings
or differences in transliteration can defeatrdtbased systems. N-gram systems are more resistant to these problems.
We present a retrial system based on N-grams that uses a collection of Hindi soiths Whis retrieval system, we
study the dect of varying N on retrieability. Additionally, we present an altermagi spell-checking tool based on N-
grams. V& conclude with a discussion of the number of N-grams produced feyedif\alues of N for diferent
languages and a discussion of the choice of N.

1 Intr oduction

N-grams are consecudi overlapping N-character sequences formed from an input stream. In Ejgwes
explain a fav of the mag techniques forxracting N-grams by means of axaenple with N = 3 and the string: “salt
in the cofee”. In the first stratgy (a), we consider the entirxtestream after collapsing multiple runs of white spaces
into one space (sham asg in the figure). In the second (b), we break the string intwichakl words and pad with
one space before and after eadrdv Finally in (c), we break the string into imigdiual words. One- or ta-letter
words are left unchanged. Note that the suceestiatgies result in f@er N-grams and the d#rent representations
have considerablewverlap. Strictly speaking, only method (a) is truly language-independent becausilst the
concept of “vords” While all these techniques andnations on them va been used in the literature, we conducted
our periments using (c).

Stratgyy 3-grams
(@) sal alt 1t t@ @in in@ n@Et @th the he® ePc @co cof off ffe fee
(b) (sa sal alt 1t@ @in in@ @th the he@ @co cof off ffe fee fe@
() sal alt in the cof off ffe fee

FIGURE 1: N-gram strategies

1.1 Background

N-grams hge been used as alternvats to vord-based retrigal in a number of systems. DeHeer used syntactic
traces to demonstrate affigient stratgy for retriecval when thesaurus-based and multi-attiebsearch techniques are
unsuitable [DeH74]. Adams and Meltzer used trigrams awmdrtied files for wact matches with query terms
[Adams93]. Thg reported 100% recall withewy high precision for theirxperiments and recommended trigram-
based search as an acceptable altemntdiword-based search and a superior method for vatrad word fragments.
N-grams were used for TRECs2etrieral and routing tasks with promising results J@4a]. Since N-grams are a
language-independent technique, the ggiateused for retri@l can be used for document collections in languages
other than English [G&®5, Cohen95]. N-grams @ been used along withond-based systems forfeftively
retrieving compound nouns indfean [Lee96]. Also, N-grams can be used to distinguish between documents in
different languages in multi-lingual collections and tuge topical similarity between documents in the same
language [C&94b, Dam95]. Retrial based on N-grams has beernvaito be rohbst to spelling errors or dédrences
and @rbling of text [Cav95, HUf96, Rob92].

In this paperwe present a retwal system for a Hindi document collection using N-grams andebmrspace
model [Salton75]. W demonstrate anxample retrigal system based on N-grams wherein queries could be
transliterated dferently or grbled. Also, we present a spelling correction system based on N-grégramtbased
(N = 3) retrizval gave us the best results.
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NASA Graduate Student Researchers Programafshigp.



1.2 The Problem

Translitertion is a process wherein an input string in some alphabetverted to a string in another alphabet
based on the phonemes in the string. In contrastslationattempts toxpress the meaning of the string in another
language. Subscribers to Hindi film musiomsgroups on Usenet access collections of transliterated Hindi songs
frequently The online collections may contain entire songs along withgedtal information about lyricists,
singers, music directors, etc., or may contain justavierds in the song or gninformation between these dw
extremes. Ypically, accesses to these collections require the user to enter the first line of the song for which
information is required. The first lines of Hindi songs may lganded as song titles since Hindi film songs do not
have eplicit titles. These “titles” may be inded into a song database.v&i that may Hindi words can be
transliterated in man different ways, the query-to-inde mapping may not be accomplished readily and
automatically

The Denagari* alphabet used for Hindi is ifent from the Roman alphabet. Absence of direct correspondence
between phonemes in theawlphabets results in multipleays to transliterate aosd in De/nagari into a vord in
the Roman script. There does notise one accepted system of transliteration —vegomental, phonetic,
cornventional or other — and users areslikto emply individual transliteration schemes e@mient to themsebs.

In addition, users may not be consistent in transliteration. Despite waesityi in transliteration schemes, the
transliterations of a singleaxd somehat resemble each oth€&or example, some transliterations of the Hindiral
for “law” are: “kaanoon”, “kanoon”, “kaanun” and “kanun”. A personansant in Hindi may read all aékdespite
the diferences in pronunciatiorvieent to an English reader

Given the plethora of transliteration possibilities, it is unrealistixpeet users to adhere toyamne scheme that
may be used in a particular reua system. Havever, the lack of a rigid transliteration scheme means that traditional
word-based retrieal may be defeated by wpected transliterations. Therefore, the refiesystem must be able to
locate the collection-dependent correct transliteratiorergithe uses input. Our system fulfills this role by
presenting the user with a number of rthkesponses matching a quéiige responses may bewid either as hits
on a search query or candidate correct transliterations of the gaery

As an additionalxperiment, we emulated spell-checking as a nedtieperation based on N-grams.

2 Appr oach

2.1 Methodology

In the course of our ark, we encountered mgsituations where we had to choose between alternate techniques.
The \arious N-gram draction techniques referred to in Sectibare an xample. Our choice of technique reflected
the ease with which we couldfedt a comparison with evd-based techniques. Anotheiaeple is the choice of N
for the N-gram. W present a comparison of results using a rangaloés for N.

The \ector space model for document retsierepresents documents asctors of (term, weight) tuples
[Salton75]. Each “term” is either aond in the collection or a baserd from the set remaining after optional
stopword rem@al and stemming. ¥chose a similar representation for our techniques, with tleeati€e being that
every “term” was an N-gram of the xe Unless otherwise noted, the weight for each teras walculated as
w;; = tfy; xlog(n/df;), wheretf; is the term frequeryoof termi in document or the number of times ternoccurs in
document{, nis the total number of documents atfds the number of documents that contain terfifhe choice we
faced at this point as whether to use multipl@aes of N to create the terms which composed a sieglewspace
or to restrict the terms in a&etor space to be those for a singiére of N. V¢ made this choice on a pegoplication
basis.

2.2 Document Preparation

The document collection we usedsva list of the first lines of 3837 Hindi film songse Wsed merely the first
lines of eery song because ofailability, and in order to éep the gperiment within manageable bounds. Our
system can bexé&énded easily on procurement of a fuliteollection of songs. Alternatly, the canonical
responses from our system may be used as indices into databases of complete songs that use the same transliteration
for all song titles.
We chose theectorspace model to represent the song title documents in our collection faxpauingents.
Each document (song) in our collection had multigetor representationsofFeach song, we generated N-grams for

¥ This word itself may be transliterated fifently as “Dganagari”, “Devanagri” or “De/nagri’



N =1, 2, 3, 4, 5, 6.rBating these N-grams asator terms, weuilt separate @ctor representations for each song for
each walue of N. In order to compare N-gram retak with word-based retriaal, we hilt word-based &ctor
representations fovery document in our collection. ¢&n our stratgy for generating N-grams, we mimeaxkword-
based algorithms by choosing an arbitrarilgéavalue for N, for @ample, N = 100. Naturallytopword remeal and
stemming were not applied because vemigd language-independent techniques.

We huilt a retrieval system based on N-grams for our particular collection. Aarslio the sample query and
output presented in Figu& users may enter awWenords of a desired song as a quditye system responds with a
number of songs sorted in decreasing order of similarity with the query; similarity is calculated as the cosine of the
angle between the quergator and a songeetor The N-gram stratyy can be aried easily in order to compare the
effect of changing N. In thexample in Figure, the output s truncated after ten songs were returned. F
experiments described in SectiBnwe did not truncate the list of responses.

Query: jane na nazar jay pehchanay
--------- Results of Search for N =3

0.762 jaane na nazar pehaane jigar yeh kaun
0.490 pehdaan to thi pehtaana nahin maine apne
0.432 dil jigar nazar kya hai main to tex liye jaan bhi de doon
0.415 bedain nazar betaab jigar
0.401 pal bhar ki hi pehbaan mein
0.365 nazar le saamne jigaré paas ki rehta hai woh ho tum
0.352 ek nazar ek nazar
0.349 ae jaan-e-jigar
0.335 ek nazar bas ek nazar
0.334 main dil hoon ek armaan bhatu aale mujhe pehtaan zaa
————————— Results of Search for N =5
0.722 jaane na nazar pehaane jigar yeh kaun
0.505 pehdaan to thi pehtaana nahin maine apne
0.425 pal bhar ki hi pehkaan mein
0.338 ajnabi tum jaane pelmaane se lgte ho
0.333 main dil hoon ek armaan bhatu aale mujhe peHtaan zaa
0.329 dil jigar nazar kya hai main to tex liye jaan bhi de doon
0.317 agar bevafa tumk pehtaan jaate khuda ki gasam
0.314 ek nazar ek nazar
0.291 nazar le saamne jigar& paas &i rehta hai woh ho tum
0.285 raahi naye nayeasta naya naya
FIGURE 2: Results for a Hindi song query
2.3 Query Garbling % Garbled String

In the system described in Sectid@, users are nokpected 0
to enter queries transliterated in the samg that the song titles in
the collection were transliterated. eWwere interested in
determining a &y to proide efective results gien potentially 5
non-trivial degrees of query transliteration ftifences. @ quantify 8
the diference in transliteration and to produce géanumber of 10
queries, we simulated alternagitransliterations by usingagoled
queries. Garbled strings are generated by randomly replacig,
adding or deleting letters or space from the original string. The
probability of each character beingarbled vas deemed th

madhuban meinaadhika naabe
madhuban meinaadhika naabe
madhuban meinaadhika naac e
maduban meipaadhika naabe
madubanmeinaadhika naace
madhubagn meiraaedhika naae
madubpn mpinaadhikaknaake
manhuban meiy ryadhika nasc
manhubn mgn yaahhia iaalpe
xhuuban vgn rardeakw naace

FIGURE 3: Garbled queries

garbling percentage. Thus, a 25%rigjed string meant thavery character in the original string had a 25% chance of
being girbled. Exampleabled strings are stum in Figure3. The 0% grbled string is the original string. Note that
the aarbled strings bear decreasing resemblance to the original eifiagypercentage increases.

For every song in the collection, we submitted tlaelded song as a query to our system. Our gaaltefind the
original song despite theagbling. In Sectior8 we will exkamine our ability to retriee the desired song after feifent
amounts of grbling. We report the number of times the desired song is found and/éhgge rank at which the
desired song is returned when it is found. In addition we test tbet ef diferent \alues of N for the N-gram

stratgy and compare that with the performance of tbedwbased strags.



Ideally, the expected song shouldvedys appear as the first-rakresponse. heever, since a 25% aybled
query has little resemblance to the original query epect retrigability to sufer with increased arbling. In a
realistic scenario, users are uslik to enter such poorly transliteratedatteTherefore, our system ixgected to
perform better in realistic scenarios. In a secoqueement designed to demonstrate the performance of our system
for realistic queries, we selected six songs from the collection aed a8k subjects to transliterate all six songs.
These hand-transliterated queries were submitted to ouwattsiestem to determine whether the desired saagy w
retrieved efectively.

3 Experiments and Results 2500
3.1 Initial Experiment /"
In our xperiments, we sought tovauate the dicacy 2000 /
of N-grams for retrieging the desired song\gn a @rbled éé ///
query Each song in the collection as @rbled andy 1500 /
submitted as a querResponses were returned as a edn ] v e gzggm
list of songs ordered by similarity to the qudryour initial g 1000 /,’ g
experiment, we chose toauate performance based on tge ] /
rank at which the original songas returned. Due to (a) the 00_3 ’,/ e
probabilistic nature of ouragbling routine, (b) the high ] s 7
probability with which we grbled queries for some data ] s e
points and (c) the short length of some songs, there were 04 U

cases in which the correct song (and possiblyynaher 051015202 _ 3 50
songs) had a similarity of zero with the quéFiere were a % Garbling N _
number of vays we could ha chosen to represent ti FIGURE 4: Average Rank for Initial Evaluation
result. One possibility s to assume that the correct s_. Measure
would be the first zero-similarity song returned. The correct saagk would then be one greater than the rank of
the least similar non-zero-similarity song. whwer, there vas the possibility that this approactowd produce
artificially favorable results. If a queryas @rbled sufciently that it matched no songs, wewld report that the
correct song as returned at a rank of one. Therefore, we chose to imposeyapesalty if the correct song had a
similarity of zero with the query; weage it a rank of 3838, theawst rank possible.

For this experiment, we used each of the 3837 song titles as a, yaeying the alue of N used in the N-grams
and \arying the @rbling percentage. #\performed 100 iterations for eacdrigling percentage for eachlue of N.
The results werevaraged to compensate for the probabilistic nature ofahaigg routine. The results for 3-grams
and 5-grams are sho in Figured. The results areforable for lav garbling percentages. Onexage, for grbling
percentages less than or equal to 5% for 5-grams, and 15% for 3-grams our system returns the correct song within
ranks 1 to 25. Heever, performance dgades rapidly for grbling percentages greater than 10% for 5-grams and
25% for 3-grams. This is due to the high penalty that we imposed if the correct song had zero similarity to.the query
Even at lav garbling percentages, short song titlesehthe potential to beagbled bgond recognition. Gien the
single &aluation measure, it&s impossible to discern the nature of the poor performanitie.a/gingle measure,
finding the correct song withewy low similarity and not finding the correct song at all can be reported similarly
Therefore, we refined ouvauation measure, as described in Secdién

3.2 Refined Experiment

Our refined rperiments were performed using the same combinations of parameters used for the initial
experiments. The data points from the initigperiment were stitiently consistent that we performed 10 iterations
for each @rbling percentage for eachlue of N. This alleed us to collect data for a wider range alies of N.

For a gven query our refined ealuation measure records the rank at which the correct sasdonnd if the
correct song has a non-zero similarity with the quiérhe similarity is zero, this is notedofFeach alue of N, we
report two measures at dérent @grbling percentages: theeaage rank of the correct song if that song had a non-zero
similarity with the query and thevarage recall, the percentage of non-zero similarity matches. These results are
shaown in Figureb.
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FIGURE 5: Average Recall and Average Rank for Garbled Queries
The revised measure alles a fuller characterization of the systengerformance gen progressely more
garbled queries. Note that foaidpling percentages up to 20%, the correct song is locatecemaga ver 80% of the
time. In addition, when the song is located, it is returned in the top 20 songs oéa lishfexcept for 1-grams).

3.3 Hand-transliteration

Finally, we examined hav the system performedwgin hand-transliterated queries. Six Hindi speskvere
asled to transliterate six song titles. The candidate song titles were presented tdutiteevs written in the
Devnagari alphabet. Exampleaviant transliterations are shio in the first column of Figuré.

In general, our system performeery well for hand-transliterated queries. All queries had a non-zero similarity
with the taget song andwer all values of N the tget song \as returned at rank one 94% of the time. Results were
very similar for N = 2, 3, 4, 5, 6 and th@ml-based approach.

In order to compare the results for transliterated queries to thosarfided) queries we need to represent the
hand-transliterated queries in terms @frlfing percentage.dfF each of the 36 hand-transliterated queries, we
calculated the edit distance between the hand-transliterated query and the song title in the database which that query
should retrige. The edit distance is the number of characters thatmust be inserted, deleted, substituted or transposed
to turnstringlinto string2 Subsequentlywe dvided the edit distance by the length of the song title in the database
and multiplied the resultant fraction by 100. This percentage is roughly analogous to the corresmrbting g
percentage. If multiple queries fifed from their taget by the same percentage edit distance, their ranks were
averaged. Hwever, with only 36 queries, magnof the \alues in Figur& represent one data poiRtercentage edit
distances for thexample hand-transliterated queries arenshim the second column of Figuse

Variant Transliterations of: Percentage

sachchaai chhup nahin sakti banaavat ke asoolon se ke khushboo aa nahin sakti | Edit Distance
sacchaye chup nahin sakti beake usoolon se ki khusboo aa nahin sakti 10
sacchayee chup nahin sakti bamatke usoolon se&kkhushboo aa nahin sakti 10
sacchayi chup nahin sakthi bana ke husoolon seekkhushboo aa nahin sakthi 10
sachchaayi chup nahin sakti bavestde usulon seékhushboo aa nahin sakti 6
sachchai chup nahi sakti bamabke usulon se&khushboo aa nahi sakti 9
sachaayi chhup nahin sakti baagke usoolon se&khushboo aa nahi sakti 8

FIGURE 6: Example Hand-transliterated Queries
In Figure7, we shw the results for the hand transliterated queries in the same format as the results for the
garbled queries. Each query had a non-zero similarity with the correct song. Since ourasaillays 100%, the
recall portion of the results is not graphed. The results are so similar that ficisitdié determine dférences in
Figure7. For N = 2, 3, 4, the tget song s alvays returned at rank 10FN = 5, 6 and for the evd-based approach,
the taget song \as alvays returned in rank 1 to 15.



There vas little performance ddrence for diferent X
values of N. In general, theond-based approach performed 100‘5 ‘
as well as N-grams for the hand-transliterated querieenGi 1 O

that N-grams outperformed theowd-based approach for the | I — % l-gram
garbled queries, wexamined the hand-transliterated querigs | x* 2-gram
to hypothesize about the cause. Oramining the hand L . me i"gram
transliterated queries, we diseved that dierences were@ 10- | e 5:3::2
not spread uniformly across a query string. In soﬁwe 6-gram
instances, transliteration tBfences were highly localized it —e— word

a fev words of the querylearing enough werlap to allav

the word-based approach to perform well. Generally

humans are more systematic in transliteratiofedihces 14

than a @rbling function. The hand-transliterated queries 0 5 10 15 20

shaved diferent styles of representing certain phonemes. % Edit Distance

On aerage, queries were 11.50mds long and had a

average werlap of 7.5 wrds with the desired song. T

average Jaccard cdifient between a query and the correct

song vas 0.48. The Jaccard cheient is|X n Y| = |X O Y| whereX is the set of terms in the query ands the set of

terms in the correct songyfical queries arexpected to hee much fever words than the entire song titles that we

used for the hand-transliteratioxperiment. er typical queries, wexpect word-based retrial to fare poorly
N-grams performed at least as well as tloedabased approach for all queries and outperformed dhe-based

approach for queries with a ¢gar transliteration diérence.

"FIGURE 7: Average Rank for Hand-transliterated
Queries

3.4 Spell-checking Command: webster pecify
Traditionally, spell-checking has been performed using Hamming distanceb®geéfinition for ‘pecify’.

edit distances between the misspelledrdvand candidate corrections Uk92]. Mlaybe you mean:

Instead, spell-checking may be wied as a retrial operation wherein the - pacify

misspelled wrd is the query and the dictionary is the document collection. Based@fmmand: correct pecify

this view of spell-checking we constructedators for gery word in /usr/dict/verds 0.866 specify
that had only lwercase letters.dF this application we used multiple N-grams of the 0-587 specific
same wrd within the ector representation for thaovd. For example, for a 7-letter 0.524 pacn‘iy
word we generated the terms by combining all the 1-, 2-, 3-, 4-, 5-, 6- and 7-gramsPj3g iPuec(ifye/

that word. The weights for ea_ch term were merely the term frequencies, nnH(E‘fJRE 8: Spell-checking
product of term frequegcand irverse document frequenthat we used for the

earlier application. Gen a misspelled ard, the system returned the top/feormalized similarity measureser all
the words in the dictionaryAs Figure8 shavs, our method, namedor r ect, returned more options (raed,
morecwer) for the misspelled ord than a traditional system, in this casepst er. Traditional systems makthe
restricting assumption that the first letter of the misspellertvis also the first letter of the intendedra. Our
system does not makhat assumption, and thus can furnish options missed by traditional systems.

4 Analysis
In this section we presentgarments influencing the choice of N for the N-gram technique.

4.1 Number of N-grams

In a word-based system using thector space model, the number of terms in a docuneetwis the number of
unique vords in the document. In an N-gram system, the number of terms is the number of unique N-grams in the
document. Thus the potential number of N-grams increapementially with N. Specificallygiven alphabek with
cardinalityd, for a specific &lue of N = n, the number of potential N-grams using our N-gsdracion technique
isO"+ 0™+ ... +02+ 0L However, a lage number of these N-gramsvee occur in a realistic document. In
Figure9, we plot the number of uniqgue N-grams in sample collectioamstgdiferent \alues of N. Notice that the
number of unique N-grams is much less than the number of potential N-gramgdomlaes of N. V& determined
the number of unique avds for one collection. The number of N-grams increaspsrentially for small N. &r
large N, the number of N-grams drops asymptoticallyarals the number of uniqueovds in the collection. The N-
gram cure peaks at N = 5, indicating the maximal number of unique N-grams. Interestiagting a fev



exceptions, the N-gram cuevpeaks at N = 5 for most collections irfeliént languages. Hever, the number of N-
grams does not fadr ary intuition about the final choice of N foryapplication although it does suggest 5.
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FIGURE 9: Number of N-grams in sample collections in Hindi and other languages

4.2 Choice of N

The choice of N made by thanous systems in the literature isgely ad hoc The STORES system suggested a
a value of 3 for their polygrams because it yielded the best séfgdti search access rate [DeH74].wwer, the
results of the correspondingperiment are not skm. Other systems kia used trigrams in order to conserv
memory or disk accesses [Adams93]via used bigrams and trigrams together in the same system because he
believed that bigrams pwided better matching for inddual words while trigrams proded the connections
between wrds to impree phrase matching, thus complementing each other9figd Cohen [Cohen95] and
Damashek [Dam95] used 5-grams, while Robertson alidt¥fRob92] used 2- and 3-grams; noregreasons for
the choiceAcquai nt ance used 5-grams initially and later changed to 4-grams to wepiteeir results with 20%
garbled tet [Huff95, Huff96]. For Korean ta&t retrieval, bigrams used in conjunction with N-gramsyided the best
11-point aerage precision [Lee96].

Our eperiments suggest that N = 3 is an acceptable compromise betalees &f N that result in high recall
and alues of N that return the desired song early in the list obchrdsponses. Indeed, on &arage, 3-grams result
in the best ranks at acceptable recall rates. Other considerations that may influence the choice of N could be the size
of the documentectors and the time tak to process a queiye found that the size in bytes of the documestars
increased for N = 1, 2 and then fell for N = 3, 4, 5 and 6 with thel\wased ectors being the smallest. Query
processing times fell as Nas increased, with avd-based queries being tresfest. Wrd-based queries took almost
half as much time to process as queries based on 1-grams.f€hendi in speed ixglicable in part to the reduced
vector sizes, Wt mostly due to theatt that as N increasedafer songs returned non-zero similarity with the query
Therefore, the number of responses to sort and raskeduced.

5 Conclusion

Our work examines some of the well-kmm uses of N-grams, such as in retaieand spell-checking. The
retrieval system performedver the Hindi database isvel. Word-based searches performed poorly when submitted
garbled queries; N-gram searches regtrtedocumentsairly accurately despiteagbled queries. N-gram techniques
are language-independent. Thereforey #re well-suited for collections iamg documents in diérent languages or
multi-lingual documents. Futureosk will address these kinds of collections.

Based on our completed studies, we recommend N-grams as a strong \atéonatid-based search techniques
when spelling ariants are an issue.
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