8 Conclusion

UNIFY is a n& scheme for maintaining
consisteng between agggated and disagggated
levels. It does way with e&plicit switching between
aggrgated and disagggated states, and instead,
maintains all state information for alliviels. Units can
comply with interactions at dédrent levels. Perceaiers
are responsible for demanding informationytheed.

We sole the temporal consistgngroblem by
requiring atomic entity interactions. a\fesole chain
disaggreations because disaggation is non-gistent.
We alleviate netverk flooding by causing feer entities
to be created and making message aggien simpler
Also, we preide the mechanisms for aggetions of
dissimilar entities and dynamic aggations.

UNI FY requires more memory and CPytles, tut
reduces netark trafic. It is not clear hew computation
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6.2.1 Lanchester equations 7.1 Network cost
Lanchester equations arefdiential equations that
calculate attrition between aggete entities [Karr83].
They are easily computed in their simplest formt
order to model the capabilities of the agmted entities
better a number ofdctors are added to the equations,
which male them more time-consuming to compute. It
is then possible to create scenarios where the gaggre
units might hae an inconsistent we of each other
Consider platoons Aand A, and an aircraft fighter. T
A, and A interact at the platoonvel, but T interacts

with A, at the tank feel. A, may communicate its . .
; - ther schemes [Karr94], the unitould disaggrgate,
current strength to Awhich computes attrition on,A °
g @ P ! nd all the DEs wuld send messages. UNl FY, there

using Lanchester equations. In the meantime, T magl Id b ¢ h entit d for th
inflict significant damage on ;AT may hae much ould be messages for each entity and one more for the
aggrgated attrintes. V& reason that this is a

simpler interactions with A(e.g., “blav up a tank”), . .

and these may occur muchster than 4s interactions pathological case. Theorst case can be ameliorated by

with A,. By the time A finishes its equations, the results message agggetlon_, and the ‘eerhead” of the
aggregate attrilutes is small compared to the usual

will be quite meaningless for ,A because the b ¢ entities that d In addit
computations were performed with data that isvno number of entiies tha are_gggaﬂag - In addion,
interactions between sub-entities within the same unit

stale. .
This problem may be generalized by restating it aéNOUId not gen_erate_ netork messages in our scheme,
whereas themight in other schemes.

one occurring when simulations at fdient levels
proceed at time steps that are orders of magnitud?2
different. W feel it would be beneficial for future
research to focus on finding cheaper alteveatito UNI FY requires memory for the aggate level
Lanchester equations, anadm tovards making multi-  attributesand each of the sub-entities. Other schemes
level simulations interact in more compatible time stepsrequire memory for only onevel of aggrgation at ag
given time. Ifn; is the number oflevel entities per+1-
6.2.2 Legacy sim ulations level entity the memory requirements for a memory-
Over the years, substantialvestment has been efficient traditional scheme andNI FY would be
made in producing simulation programs that are, ! o' ' o
unfortunately incompatible with each otherALSP OD|_| nC and ODZ |'| n,0 respectiely, wherel is
[Weat93] presents a framerk for linking unlike By b ==y O
simulations. But a lge number of simulations were the number of leels of aggrgation. The constants for
intended to be stand-alone and continue to be sdNI FY are epected to be Ige since we need to store
Increasingly the viev is that diferent simulations more data per entity in order to maintain consistenc
should be able to ek together [DIS93]. There ia  We estimate thatNI FY’s memory usageould be 2 to
been tvo initiatives tavards this goal. One has been to5 times that of the most memoryfieient traditional
malke eisting simulations — lgacy simulations —  scheme. Expending memory to aslgieonsistencand
work togetherThe second has been tovise standards efficiengy is acceptable.
for all future simulations, wherein interoperability is a )
requirement and not an afterthought [DoD94]. Existing’-3  Local CPU requirements
aggregate-level simulations might be changed gdatly
to supportUNI FY, but we see our approach dety as
supporting the second initiad.

UNI FY alleviates the netark flooding problem by
reducing the number of messages. This is due to the
reduced number of agé entities, i.e., entities that send
and receie messages, the possibility of aggting
messages and by doingay with comple& aggrgation/
disaggreation protocols.

The worst case is if the underlying neivk is a
broadcast netark and an agggated unit conducts
interactions such that it sends messages about its
aggreated attrilites andall its constituent entities. In

Memory requirements

CPU requirements are also higher UhI FY. In
addition to all simulation acfities, the CPU xpends
cycles maintaining consistepcbetween leels. This
involves ensuring that when a messagevesriat one
7 Cost of UNI FY level, the attrilntes at that Mel are changed and
compatible changes, if necessagre made at other
levels. With CPU speeds increasing, this will not be a
significant bottleneck. Ean with UNI FY implemented,
the netvork will remain the bottleneck for a long time.

We nav address the cost of implementioll FY
in terms of netwrk, memory and CPU requirements. A
detailed analysis will be presented in a future
publication.



state information for these tanks in a single message fmwossibility well. INnUNI FY, this can be done by creating
T. This causes feer long messages to be sent rathera nav unit and making the indidual entities that are to
than mag short messages, thus increasing throughput. be aggrgated part of this e unit. The indvidual
Note thatUNI FY permits aggrgation of dissimilar  entities may or may not be dissociated fromy ather
entities. Either during the course of the battle or prior taunit that thg were part of depending on the semantics
the battle, certain dissimilar entities could be logicallyof the simulation. r example, if one were simulating a
grouped. This merely entails the creation of the A& machine assemhlyone could either simulate each
and making the required DEs its fields. As required byyomponent of the assembly or decide at run-time that
the scenario, the DEs maywde dissociated from their certain sub-assemblies may be simulated as an
previous AEs or may be a part of them. aggrgate. This could be done by making the sub-
UNI FY allows the perceer to decide he it  assembly a unit and Wiag the components that mak
perceves entities because this mimics real-life up as data structures inside this unit.
situations, where the pereer has the best kadedge UNI FY requires that the data structures and
of its avn sensory capabilities. Also, the pewegitales  mapping functions for the dynamically-aggaged unit
the responsibility for increased netik trafic, be in place before the simulation dgies, ut the
computation and display processing required if itinstances of these entities could be created only when
requests the pereed entity be presented at a finardle  desired. This form of dynamic aggegion is not quite
of detail. Lastly this approach is conceptually scalable:as paverful as the ability to create wetypesof units
the perceied unit requires no kmdedge about the during run-time. While the latter can be implemented
percever. It must only deal with requests aboarying using UNI FY, it is a harder problem because the
levels of aggrgation — levels that the unit initially mapping functions between the attribs at diferent
adwertised to the rest of the simulation. Thusyrgpes  levels would also hae to be created dynamically
of units could be added to the simulation at a later date,

with minimal efect on the gisting types. 6.1.3 Information degradation
One may want to model dctors that might cause
6 Pros and cons information and/or requests between entities to be
somehw affected. SincdJNI FY allows a \ery flexible
6.1 Advantages coupling between units, incorporating information

degradation into a simulation is simplified. Each unit
In addition to solving or reducing the problemswould receie a message from a designated sender
presented earlier UNI FY offers the additional (which may or may not be the originator of that
advantages outlined belo The efect of these message), and then respond to that message.
adwantages may not be readily apparent in battlefield
simulations, bt we belie#e that there »@st other .1.4 Localiz ed operations

_ _ CPU), interconnection netwks (multiprocessors/
6.1.1 Configuration Pr oblem multicomputers), LANs, \WNs — over which a unit

The configuration problem is presented in [Horr92].may be simulatedJNI FY encourages simulating a unit
Aggregation causes some information, such adocally. For example, on a single CPU, consistgnc
configuration, to be partly or completely lost. A purely across leels can simply be maintained byvireg the
mathematical approachviards modeling units does not CPU epend additional ycles. In case of non-local
take the limits imposed by configuration into account.units, the costs of maintaining consistgimcreases as
By retaining all information irUNI FY, we ensure that one maes up the netark hierarcly. In schemes where
the configuration problem can be tackled. Thean AE disaggmgates into mayinev DEs, consistencis
configuration of the uni’ sub-units can be stored as partexpensie since the DEs send messages to each other
of the representation, or can be re-created from thacross the netwk (at the highest \el) to determine

attributes of the sub-units. “who can see whom” [Stein94]. Md CPU speeds
increasing more rapidly than neivk transmission
6.1.2 Dynamic a ggregation speeds, a CPU-intensi approach is preferable to a

UNI FY supports the concept of dynamic network bottleneck.
aggreation. During the course of the simulation, certain )
dissimilar entities may be grouped together in a logicaf-2 Disadvantages

fashion. Current agggation schemes do not handle this We address someqeected criticisms ofNI FY.



4  Related Work 5  Solutions to the pr oblems outlined

An approach to simulationsvalving aggreates is UNI FY solwes the temporal inconsistgnproblem.
Selectve MViewing and is criticized in [Dds93]. Here, Individual entities (here, tanks)V&their avn attritutes
the simulation is carried out at a higher resolutionthat may be computed independently or may beseléri
When information about aueer resolution is requested, from global attrilutes (here, platoonyel attritbutes).
it is generated from the data at the higher resolution. Aor example, let us address the problem of the position
problem with this approach is that often, thevde  of the tanks.
resolution information cannot be generated from the  Some number of tanks in platoon, &ngage a
higherresolution information easily Also, by single tank T (Fig. 3). These tanks change position as
simulating at a higher resolutionven when not necessary to enact that battle. After completing all
necessary computing resources areasted. A ky interactions with T A, behaes purely as a platoon
difference between Seleai Viewing and UNI FY is  towards other units (since there are no tankellentities
that information flav is one-vay in the former (high- currently interacting with it). As position is simulated
resolution to lav-resolution), It bidirectional in the at an aggrgate level, and the indidual tanks’ positions
latter, are ignored. If another tank entity T dies interacting

Davis’ work with Variable Resolution Modeling with A;, A, interacts with T* at the tankJel. Let us
(VRM is particularly releant here [Dais93]. VRMdeals assume that T" eages the same tanks as T did. If T
with making simulations ok at diferent levels of comes on to the scene soon after Tdsathe préously
resolution. There are process hierarchies and thesmmputed position attrities of A’s tanks will be used
processes may be modeled such that tben be for T  (with some perturbation if the platoon has
simulated at arying levels of resolution. The sub- moved). Butif T" comes on to the scene much Jdkem
processes themsels, at an level, may possess sub- the global position, coupled with doctrine and terrain
subprocesses, or may be parametrized as constants reealld be used to position the im@lual tanks. This

from a database. D& says: makes sense because in a real battle, after reacting to
The hierarchies treated herevotve processes, not interactions with enemy tanks and completing those
objects or entities... While hierarchical interactions, the tanks in a platoon will tend tgreaip
representation of objects is rather wideglie and and preser doctrinal formation. This is whaiNI FY
natural in combat modeling, straightfeavd captures. Properly designedNl FY can be made to

hierarchical modeling of processes is only

sometimes feasible. More generaliye releant ; . . . . .
processes lva a comple relationship to each other Chain disaggmgation is a phenomenon in which

with connections across branches of the hierarchical entities are forced to disaggege along a chain because

tree and, in some cases, with iterationsymies of the entities with which the are haing interactions
data flav. disaggreate. This is not a problem idNI FY because

Our approach is concerned with finding thethere is no concept of aggegion or disaggmgation.
re|ationships between aggme and Corresponding Each unit decides thevel of detail at which it wnts to
disaggreate attriites. Admittedly the relationships Pperceve ary other unit, and the pereed unit is able to
may not be 5imp|e accumuhlai or distrilutive consistently present ddrent vievs of itself to its
functions, it knovledge about the applicationsoould ~ percevers. UNIFY is not a partial disagggetion
help find these relationships. It isfiifilt to put forth ~scheme. Indct, it is not a disagggation scheme at all
general formulae to model these relationships, becaugénce there is noxelicit aggreyation or disaggigation
different applications require éfent models. Indeed, involved.
at times these models are hard to find [Hill92]. We alleviate the netwrk flooding problem by

While designing a simulation, not only are procesgeducing the number of messages in the systhEY
hierarchies important, as suggested byi®awut so are does not cause entities to unnecessarily disggtgre
object hierarchies. @/recognize thatRMandUNI FY  thereby reducing the number of entities in the
deal with related issues, and hence are not entirel§imulation. This means that there arevde recevers
independent. If a process is simulated at & lo and senders of messages. By putting theddn of
resolution, it is lilely that the objects in the simulation specifying the required Vel of perception detail on the
will also be at a hov resolution at that time. Léwise, if ~ percever, we force the percegr to tale responsibility
a process is being simulated atawmgh resolution, for the level of detail it wishes to see. Also, we can

the objects also are By to be at a high resolution. reduce the load on the nei by message aggation.
When tank T interacts with platoon A tanks, A

knows which tanks are of interest to T and can pack the

mimic ary real-life situation.
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Figure 3a - Entities in a simulation Figure 3b - T's view of the entities
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2.6 Perceiver pr oblem with A, it requests entity-leel information. A proceeds
to send information garding the tanks of interest to T
(Fig. 2). Typically, this information wuld be culled
from data A maintains on each tank.

A, receves information sent from /5 “global”
fields — fields that are either common to all entities or

Different entities might choose to wie particular
AE at different levels of aggrgation. Most schemes
handle this case by Wiag all the participating entities
disaggregate to the lavest common Meel. Instead, it

should be possible for a pereei to specify at what o pe deduced from the initiual attriutes of the

level of aggreation it wants to percee entities. A\ nitg (Fig. 3). Br example, if T is absent, theslocity of
percev_ed entlty_ should be designed such_that |t_presentﬁ]e indiidual tanks in Awould not be important, and a
a cho_lce of vies _to the_rest of the 5|mL_JIat|on_. A global \elocity ‘ector in A could be sent to A
percever can specify a we and the perceed unit, poyever if T is present, then fs elocity vector could

which gets the request in unambiguous terms, can thgy, computed as a weightedegage of the indidual
send the requested information. Note that it is thgqocities of its constituent tanks.

responsibility of theperceiver to demand the kind of

information and the leel of detail from the perce#d. 3.2  Maintaining consistenc y between le vels
Obviously, there would be a “base case” — the _ o

lowermost lgel of units — agreed upon by the entire ~ Consisteng must be maintained betweewveés of
simulation beforehand. This design is scalable, an@ggreation. Interactions from T and,Awith A, will

more closely resembles real-life interactions. have to be serialized and operated qratomically (Fig.
2). When A receves a messagegarding an interaction

from ary other unit, it must process that message fully
3 UNIFY before bginning to process gnother message that
We beliae that the dichotomy between aggated  might arrive. The atomic constraint is necessary because
and disaggrmgated states is alke one. In the scheme we interactions at anlevel may afect the other leels. If an
propose, each unit either maintains state information abteraction is from Tthen its efect on A should be
all allowed levels of aggrgation or must be able to reflected in subsequent interactions betweeandl A.
furnish it on demand. Simulation of the unit entailsIn this instance, information fies from the tank heel to
handling incoming interactions about alvéés. Each the platoon leel in A,. Likewise, if an interaction comes
unit is responsible for enforcing logical consistenc from A,, then the state of each tank inmAay hae to be
across aggugation levels. The dkct of aly incoming  updated. Atomicity of interactions, while strict, ensures
interaction has to be reflected in the attrés of all the that all levels are consistent with each othétr is
levels of the unit. worthwhile to note that we ka reduced the problem of
For example, a platoon unit composed of four tanksmaintaining consisteyc between agggated and
would contain information garding the platoon as well disaggrgated entities to the task of serializing and
as the indiidual tanks (Fig. 1). Similarlya battalion atomically handling each request aimg to the unit.
unit would hare information at the battalion Vel There aists a tvo-way relationship between the
regarding each of its platoons. In turn, each of theattributes at diferent levels. If there gists a functionf
platoons wuld contain information garding the mapping a set of disaggaed attribtes to an
individual tanks. Note that in thisxample we hee aggreated attrilite, then there muskist at least one
arbitrarily chosen a tree structure to model militaryinverse function f which maps the aggyated

organization. attribute to the disagggated attrilnites. Lack of such an
inverse function may lead to temporal inconsisgenc
3.1 Functional description manifesting itself agin. The ‘“rules-of-thumb”

suggested in [Allen92] are useful guidelines in the
design off andf ™.

There is a range of options for implementing a unit
— single-CPU to distribted-netwark implementations.
The latter introduces high netwk latencies while
trying to maintain consistepicThe former may put an
unacceptable urden on the CPU. Modern parallel
computers, with their ast interconnection netwks,
should preide an eficient compromise.

The perceier initiates interactions when another
unit is within its perception eelope [Sher92]. At this
point, the perceer requests information from the
perceved unit at the heel of aggreation it desires. This
allows units to be percetd diferently by diferent
percevers.

Let A, and A be platoons of tanks and T be a
solitary tank. The interactions betweenakd A occur
at an aggmgated leel. For instance, battalion state
information such as elocity and strength may be
exchanged and acted upon. When T comes into contact



recognized by the communitfhe net three are non- 2.3 Network flooding
traditional issues, which we @page will be &ced by
designers as the simulationosd encompasses other
applications, such as wwronment modeling, socio-
economic modeling and control systems modeling.

Network resources may be strained by the acts of
aggregation and disagggation, depending on the
scheme used.dF example, a proposal in [Robkin92]
required on the order of 10 seconds to complete the
2.1 Temporal inconsistenc y aggregation process. This as because of the

compleity of the algorithm in which each DE could

Temporal inconsistegyc[Davis93] occurs when an  request to be reagg@ted, and each could also refuse to
entity performs actions in an intelvof time in a e reaggrgated, thus stopping the entire process. This
simulation, which it could not wa done in a real-life decentralized control means that the mekvcan be
situation. This may happen, forxample, during a flooded if eery DE decides to reaggate at the same
disaggreation-aggrgation-disaggrgation  sequence. time.

The information stored at an aggated leel is not Regardless of the disagggation scheme used,
suficient to proide temporal consistepc at the  there aist cases where it is bettaot to disaggrgate.
disaggrgated leel. In other verds, in the first we do not knw of ary scheme that handles the
transition, i.e., disagggated to aggmated, some following case [Smith94] well. Consider an airborne
information pertaining to the DEs may be lost, thus th@econnaissancever a section of the battlefield. The
second transition may result in a disag@ted state that ajrcraft is interested only in the positions of the
is inconsistent with the first disaggeted state. individual entities and does noffeft them in ap way:

A set of DEs may reagggate after the current set Most schemes to dateowld require a disagggation
of interactions that caused it to remain disagglm:l are sequence as the aircraft flieseo an AES location,
completed. While reagggating, certain information, because the positions of imilual entities are notdpt
for example, the actual positions of the DEs, might beat the aggrgated leel. Furthermore, once the aircraft is
lost. After reaggrgation, it may so happen that within a out of range, the DEsauld reaggrgate. This scenario

short time, a disagggation has to be ffcted. On s more catastrophic if the aircraft returns shortly after
disaggreating agin, a standard algorithm or doctrine every reaggrgation!
[France93] [Clark94] wuld be applied to position the
entities. This might cause unrealistic discontinuities in2.4  Aggregation of dissimilar entities
entity states, such as “jumps” in position. ) ] )
There aist scenarios where itauld male sense to
2.2 Chain disa ggregation aggrgate entties that might not normally be
aggreated. In climate-modeling, dust ancgtervapor

In a two-level simulation, interactions between AEs may be modeled independenﬂytb/vhen dea"ng with
should naturally occur at an aggadxad leel and those |arge bodies of ajrone may choose to aggede these.
between DEs at a disaggeted lel. Hovever, mary  The viav that AEs are collections of BkDEs has come
options arise when AEs interact with DEs. A ®aiv predominantly out of battlefield simulations. As the field
approach is to disagggate an AE whener it comes diversifies, this viee may prae restrictve. Aggreation

into sensor proximity of a DE. This, Wever, could  of dissimilar entities mads the configuration problem
cause chain disagg@tion, wherein man AEs are  [Horr92] more acute.

forced to disagggate in a short period of time
[Smith94]. Consider a simple case where four AEs ar.5 Dynamic a ggregation
interacting in the follwing linear fishion (A « B

indicates that entities A and B interact with each other), ~Dynamic aggrgation — where the entities that
ie. AE - AE, o AE, ~ AE, AE, comes into Ma&y be aggmgated are decided on-the-fly — might be a

contact with a DE, resulting in its disagga&ion. This requirement_for _certain kinds of gpplicatipns. Dynamic
forces AE to disaggrgate, follaved by AE and AE. aggreation implies that the entities which could pe
The naie approach causes unnecessary disggtioa, agg_rcgated are not knen before_hand. _Instea_d, this
and puts alrden on computing and neivk resources. deC|S|o_n may bg postponed un_tll the 3|mul_at|_on runs.
Another option is to disagggate up to some “What-if" scenarios are an ap_pllcan_on of this idea. In
distance in the chain,ub this is a rather inegant the contet of battle_fleld simulations themsely,
solution since the question of wido handle AE-DE Ccommanders may wish to mekunorthodox force
interactions is still left open. & another option is to 9rouPings. V& hae not seen gncurrent schemes that
partially disaggreate the AE interacting with the DE, SUPPOrt dynamic agggation.
but this can cause consistgrroblems.
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Abstract

The dichotomy between aggeted and disagggated
states is adlse one. It is possible for an aggated entity to be
at mary levels of aggrgation by storing the relant data of all
levels. In this papemwe propose a schemeNl FY, wherein
each unit either maintains state information at allvaglb
levels of aggrgation or furnishes it on demand.eWpresent
problems with traditional approacheswtards aggrgation
such as temporal inconsistgncchain disagggation and
network flooding. W also deal with issues that wevisage
will beset the simulation erld such as agggation of
dissimilar entities, dynamic aggaion and the peroesr
problem. ¥ describe a frammork with which these problems
could be soled or tackled betteiVe study the benefits and
disadwantages ofUNI FY and propose e directions for

AWEl Mto ModSaf efforts. The common approach for
handling interactions between theseotwworlds has
been to designate areas of the battlefield as “virtual
playboxes” in which all interactions are performed at
the entity leel [Karr94]. When an agggated entity
(AE) enters the playbox, it goes through a
disaggreation process whereby the AE is separated into
its constituent units. These units are said to be
disaggreated entities (DEs). Upon Mag the playbox,
these units may reaggete.

The virtual playbox approach has vegal
shortcomings: (1) the playbox(es) must be choasen
priori, (2) their boundaries are static in rgacases,
which means that virtual entities may encounter the

research. Finallywe analyze the demands made by ourhoundary of the box sooner than is desirable, and (3) by

scheme on netwrk, memory and CPU resources.

1 Intr oduction

Distributed simulations can be broadly classified as

either aggrgate-level simulations (construet) or
entity-level simulations (virtual). Simulated objects in
constructve simulations are said to lbggregatedsince
they contain information pertaining to a collection or

group of entities. On the other hand, simulated object
in a virtual simulation are basic entities in the sense thadisaggrgatio

they tend not to be braa davn further

There are tw schools of thought garding
constructve simulations. The first is that aggate-level
simulations are alid and useful. The second is that the
validity of constructie simulations cannot be mex.
Our paper is based on the belief that constrecti
simulations are useful [&92], and when properly
designed, alid. We beliere that consisteycmodels for
aggregation and disaggogation, such as the one in
[Davis93] «ist, and when theare found, our scheme
will be a strong alternate to the vay aggreate
simulations are currently done.

In recent years, there has been a push to lin
constructve and virtual simulations, especially

battlefield simulations. Examples of successful linkageggg|

include theBBS to SI MNET, EAGLE to SI MNET, and

definition, no aggmate-lesel simulations may occur
inside. Havever, this approach is simple, since
aggragation and disagggation decisions are reduced to
determining when the boundary of the playbox is
crossed.

A more generic scheme, where aggtéeon
decisions are made dynamicallg clearly preferable.
The playbox approach hides some issues, which will

ain importance once alternai approaches are

amined: (1) temporal inconsistenc (2) chain
n and (3) netark flooding. Vi propose a
schemePNI FY, which soles 1 and 2, and allmtes 3.

The remainder of the paper iganized as follas:
Section 2 focuses onvagal issues in designing multi-
level simulations. Section 3 describes our fremsk,
UNI FY, for designing multi-leel simulations. Section 4
discusses other related ok. Sections 5 and 6
demonstrate v UNI FY tackles the issues discussed
earlier and point out the adntages and disadntages
of our scheme. Section 7 addresses the coshbfY.
We present our conclusions in Section 8.

Issues in m ulti-le vel sim ulations

We highlight some of the issueackd by multi-
simulations. The first three are traditional
problems in the sense that yhéhave been well-

R



To disagg?]reg_ate or not to disaggregate,
that is not the question
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